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1. Introduction

Artificial Intelligence (AI) is no longer a futuristic concept. It is already part of
our daily lives — from search engines and recommendation systems to chatbots,
writing assistants, and automation tools.

This module introduces the foundational concepts of AT and Generative
AT, helping learners understand how modern Al systems work, what they
can and cannot do, and why prompt engineering has become an essential
skill.

By the end of this module, you will clearly understand: - What Al really is
(beyond marketing terms) - How generative Al systems produce responses - Why
prompts influence AI behavior - The strengths and limitations of AI models

2. What Is Artificial Intelligence?

Artificial Intelligence refers to computer systems designed to perform tasks that
normally require human intelligence. These tasks include learning, reasoning,
problem-solving, language understanding, and pattern recognition.

Al systems do not “think” like humans. Instead, they: - Analyze data - Identify
patterns - Generate outputs based on probability and training data

Common Examples of AT

e Search engine suggestions

e Spam detection in emails

o Voice assistants

¢ Recommendation systems (videos, products, music)
e Chatbots and virtual assistants

3. Evolution of AI: From Rules to Generative Models
AT has evolved through multiple stages:



3.1 Rule-Based Systems

Early AT relied on fixed rules written by humans. - Example: “If X happens,
do Y” - Highly limited and fragile - No learning capability

3.2 Machine Learning (ML)

Systems learn patterns from data instead of fixed rules. - Requires labeled
or structured data - Improves with more data - Common in predictions and
classifications

3.3 Deep Learning

A subset of ML using neural networks inspired by the human brain. - Handles
large, complex data - Powers image recognition, speech recognition, and NLP

3.4 Generative Al

Generative Al creates new content instead of just analyzing existing data. -
Text - Images - Code - Audio and video

This course focuses primarily on Generative Al.

4. What Are Large Language Models (LLMs)?

Large Language Models (LLMs) are Al systems trained on massive amounts of
text data to understand and generate human-like language.

Examples include: - Chat-based Al assistants - Writing and coding assistants -
Al-powered research tools

LLMs work by predicting the next most likely word (token) based on con-
text.
Key Characteristics of LLMs

e They do not “understand” meaning like humans
e They generate responses based on probabilities
¢ Output quality depends heavily on input quality (the prompt)

5. How Generative AI Produces Responses
When you interact with a generative Al system, the following process happens:

1. Your input is broken into tokens



2. The model evaluates context and probability
3. The next token is predicted

4. Tokens are combined to form a response

Important Concepts
Tokens

e Small units of text (words or parts of words)
¢ Al models operate on tokens, not sentences

Context Window

e The amount of information the Al can “remember” in one interaction
o Longer context = better continuity

Temperature

o Controls creativity
e Low temperature = precise, deterministic responses
e High temperature = creative, varied responses

6. Capabilities of Generative Al

Generative Al is extremely powerful when used correctly.

What AI Can Do Well

e Summarize information

e Generate structured content

e Assist with writing and research

¢ Analyze patterns in text

o Automate repetitive tasks

o Provide explanations and suggestions

7. Limitations of Generative Al

Understanding limitations is critical for responsible use.

What AI Cannot Do Reliably

e Guarantee factual accuracy
e Replace human judgment



¢ Understand emotions or intent
o Access real-time truth without tools
o Make ethical or legal decisions

Hallucinations

Al may confidently produce incorrect or fabricated information. This is not
intentional; it is a byproduct of probabilistic generation.

8. Why Prompt Engineering Exists

Because Al systems respond purely based on input structure and context, how
you ask matters more than what you ask.

Prompt engineering exists to: - Reduce ambiguity - Improve output accuracy -
Control tone and format - Align AT responses with real-world goals

Prompt engineering is not about tricking Al — it is about communicating
clearly with a machine.

9. Practical Exploration (Hands-On Thinking)
Exercise 1: Observe AI Behavior

Ask the same question in two ways: - A vague prompt - A clear, structured
prompt

Observe: - Difference in clarity - Difference in accuracy - Difference in usefulness

Exercise 2: Change One Variable
Modify only one element: - Add context - Change tone - Add constraints

Notice how the output changes.

10. Key Takeaways

o Al systems generate responses using probability, not understanding
¢ Generative Al depends heavily on input quality

e Prompt engineering improves reliability and control

e AT has strengths and limitations — both must be understood

o This foundation is essential for applied Al workflows




11. References & Further Reading

The following resources are recommended for deeper understanding;:

OpenAl — Introduction to Generative Al
https://openai.com/research

Google — Machine Learning Crash Course
https://developers.google.com/machine-learning/crash-course

Stanford — Natural Language Processing Overview
https://web.stanford.edu/~jurafsky/slp3/

MIT Technology Review — Generative Al Explained
https://www.technologyreview.com/

IBM — What Is Artificial Intelligence?
https://www.ibm.com/topics/artificial-intelligence
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